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Abstract. Preclinical Alzheimer’s Disease (AD) detection remains chal-
lenging due to the complex interplay of biological, structural, and tempo-
ral factors. Existing methods often struggle to integrate multimodal lon-
gitudinal data and predict key clinical outcomes. We propose MAGNET-
AD, a novel multitask spatiotemporal graph neural network designed to
predict the Preclinical Alzheimer’s Cognitive Composite (PACC) score
and time to AD conversion. MAGNET-AD offers three key contributions:
(1) A dynamic heterogeneous graph architecture with weighted edges for
hybrid fusion mechanisms, integrating static and dynamic multimodal
data; (2) a temporal importance weighting loss function that adaptively
learns critical time points while jointly optimizing time prediction and
cognitive decline estimation; and (3) an interpretable attention frame-
work that highlights key brain regions and genetic factors driving disease
progression. MAGNET-AD achieves state-of-the-art performance with a
concordance index of 0.858 for conversion time prediction and a mean
square error of 1.983 for PACC prediction, outperforming existing deep
learning approaches. These results underscore MAGNET-AD’s poten-
tial for early AD risk assessment and monitoring, enabling broader clini-
cal applications. The code is available at https://github.com/BioMedIA-
MBZUAI/MAGNET-AD.
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1 Introduction

Alzheimer’s Disease (AD) represents one of the most pressing challenges in
global healthcare, with over 10 million new cases diagnosed worldwide each
year—equivalent to one new case every 3.2 seconds [2]. Despite decades of re-
search and drug discovery efforts, AD remains incurable, imposing an annual
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economic burden of over $1 trillion globally [21]. Thus, early detection during
the preclinical stage is critical, as interventions at this phase could alter the dis-
ease trajectory, slowing down the progression and improving patient outcomes.

Effective monitoring and prediction of AD progression require the capture
of both cognitive decline and disease onset timing. The Preclinical Alzheimer
Cognitive Composite (PACC) score quantifies subtle cognitive changes by com-
bining four validated memory, recall, and cognitive assessments [6]. While PACC
tracks cognitive function, predicting the time until AD development helps clini-
cians identify which patients need more immediate intervention and monitoring,
which ultimately helps in allocating the limited medical resources effectively.
These two prediction tasks have typically been approached separately despite
their shared biological basis. Thus, MAGNET-AD aims to offer a unified multi-
task approach that leverages this connection to improve disease monitoring.

Previous research has made significant progress in utilizing machine learn-
ing and deep learning techniques for AD detection and progression prediction
[1, 27]. While efforts to forecast the conversion from mild cognitive impairment
(MCI) to AD using multimodal feature values have shown high accuracy for
short-term predictions, they have struggled to address long-term disease pro-
gression effectively [17]. Moreover, studies applying deep learning to functional
MRI data have demonstrated potential for early AD detection but face challenges
in integrating multiple data modalities [25, 3, 7]. On the other hand, multimodal
multitask deep learning models have improved predictive performance for AD
progression using time-series data but offer limited interpretability of the under-
lying disease mechanisms [8]. Similarly, deep recurrent neural networks (RNN)
have effectively captured temporal dependencies in longitudinal data but strug-
gle to model complex multimodal interactions and provide insights into critical
factors driving disease progression [18]. Graph Neural Networks (GNNs) have
emerged as a promising approach for modeling complex data [10]. However, ex-
isting architectures struggle to combine time-invariant features with longitudinal
spatiotemporal data and often lack effective mechanisms for data fusion, espe-
cially when handling inconsistent time points [28]. These limitations hinder their
ability to capture interactions that drive disease progression. As a result, current
approaches face challenges in temporal modeling, multimodal integration, and
clinical interpretability, highlighting the need for more robust approaches.

In response to these challenges, we introduce MAGNET-AD, a multitask
spatiotemporal graph neural network (STGNN) for preclinical AD. Our main
contributions are threefold:

1. STGNN with Hybrid Fusion: We develop the first spatiotemporal graph
neural network that jointly predicts PACC and AD progression outcomes
while integrating multimodal data through a hybrid fusion mechanism, in-
corporating both static and dynamic features with informative edge weights.

2. Temporally-Aware Loss Function: We propose a novel loss function that
strategically identifies critical time points in disease progression for accurate
predictions by learning key temporal patterns.
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3. Interpretable Attention Framework: We design an attention-based frame-
work that provides actionable, interpretable clinical insights by identifying
key brain and genetic biomarkers.

To our knowledge, this is the first implementation of STGNN for time-to-
event prediction, which aims to enable earlier accurate AD risk assessment and
provide interpretable insights for clinicians to improve patient outcomes.

2 Methodology

Pre-Processing. In neuroimaging, harmonizing multimodal datasets presents
a significant challenge. Therefore, we developed a pre-processing pipeline to stan-
dardize and handle these complex data. T1 MRI scans underwent spatial nor-
malization to MNI152 space, followed by brain extraction, bias field correction,
and intensity normalization [12, 16]. Functional MRI data were co-registered to
the processed T1 images, followed by slice timing correction, motion correction,
spatial smoothing, and temporal filtering. SynthSeg [5], a robust deep learning-
based segmentation tool trained on elderly and diseased brain scans, generated 32
anatomical segmentation masks. These masks were used to extract 107 region-
specific radiomic features. Then, the AnatCL foundational model, trained on
ADNI and OASIS, was used to extract meaningful feature embeddings for each
structure [4]. For genetic data, 100 AD-associated genes were selected based

Fig. 1: Overview of the MAGNET-AD framework for AD progression prediction
and patient classification. Starting with (A) data pre-processing and heteroge-
neous temporal graph construction, which is fed to (B) STGNN with attention
mechanisms to process the graph, which is concatenated with patient embed-
dings (C) for multi-task predictions of PACC and time to AD conversion (D).
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on their relevance to AD pathophysiology. DNA sequences with variants were
extracted and processed using DNABERT-S to generate gene embeddings [29].
Gene co-expression data was obtained from GeneMania [24], while mRNA ex-
pression levels were sourced from the Human Protein Atlas [11].

Graph Construction. We propose a new temporal multimodal graph frame-
work that introduces a hybrid data fusion mechanism, seamlessly integrating
dynamic neuroimaging patterns with time-invariant genetic markers to disen-
tangle the intricate progression of AD, illustrated in Fig. 1A. The graph ar-
chitecture integrates four distinct types of relationships: functional connectivity
between brain regions, which is derived from BOLD signal correlations, gene co-
expression patterns, gene-structure relationships through mRNA expression, and
learned temporal relationships of structural changes through radiomics. Each
node in the graph represents either a brain structure (blue nodes) or a gene
(green nodes) enriched with their respective embeddings. The temporal dimen-
sion connects multiple time points to model disease progression. The framework
learns the temporal evolution of brain structural changes while simultaneously
incorporating static genetic factors that have been strategically categorized as
early, mid, and late-stage biomarkers of AD. This hybrid approach allows us to
capture both the dynamic and static nature of disease progression.

MAGNET-AD. Our approach implements a heterogeneous STGNN through
dual attention mechanisms: spatial attention captures relationships between
brain structures and genetic factors within each timepoint, while temporal at-
tention models the evolution of structural changes across visits, as shown in Fig.
1B. The spatial attention (SAtt) mechanism operates through cross-modal graph
attention layers and multi-head attention, enabling the model to learn complex
interactions between brain regions and their associated genetic factors. Both at-
tention mechanisms are computed through a series of learned transformations,
where the attention score A is calculated as the product of a trainable matrix
Va and a non-linear transformation of the input features Xi. These features un-
dergo multiple linear transformations with the dimensions depending on whether
we are computing SAtt (using node count N) or TAtt (using temporal length
Tr−1). The final attention weights are normalized using a softmax function. TAtt
is incorporated through learned edge weights derived from radiomics features,
quantifying structural changes between consecutive time points. This hetero-
geneous graph structure processes both dynamic (temporal MRI) and static
(genetic) features through hierarchical processing: first modeling gene-gene in-
teractions through stage-specific (early, mid, late) graph layer, then capturing
gene-structure relationships via cross-modal attention, and finally processing
spatial-temporal connections through these dual attention mechanisms. This ar-
chitecture enables comprehensive disease progression, which is modeled by cap-
turing both immediate structural changes and underlying genetic influences.

Multi-Task Learning. MAGNET-AD employs a multi-task learning strategy
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illustrated in Fig. 1D. The learned graph embeddings, which capture spatiotem-
poral disease progression patterns, are concatenated with patient-level feature
embeddings extracted from electronic health records (EHR) shown in Fig. 1C,
forming a unified representation. This concatenated representation is fed to two
specialized prediction heads: an AD progression head and a PACC regression
head. The model simultaneously optimizes both tasks through a hybrid loss
function illustrated in Equation 1, where α1, α2, and α3 are learnable weights
that balance the contribution of each loss component. The LProgression

normalized term
measures how accurately our model predicts both conversion time and relative
patient risk rankings [15]. The LPACC

normalized component represents the normalized
mean squared error loss for PACC score prediction. The temporal regularization
term Ltemporal introduces a novel adaptive weighting mechanism that emphasizes
critical time points in disease progression, illustrated in Equation 2 where wt(i)
represents learned temporal importance weights for timepoint i. The temporal
decay function β(∆t) incorporates a distance-aware penalty that decreases with
larger time intervals (∆t) between consecutive visits, controlled by the hyper-
parameter γ, which ensures that rapid changes in predictions between closely
spaced timepoints are penalized more heavily and allows the model to adapt its
predictions based on varying time intervals between patient visits.

Ltotal = α1LProgression
normalized + α2LPACC

normalized + α3Ltemporal, (1)

Ltemporal =
∑
i

wt(i) · ((ŷi+1 − ŷi)
2 · β(∆t)), where β(∆t) =

2

1 + exp(γ · |∆t|)
.

(2)

3 Experimental Setup

Dataset. The Anti-Amyloid Treatment in Asymptomatic Alzheimer’s Disease
(A4) [22] study dataset consists of longitudinal data from over 1,787 clinically
normal older patients with elevated amyloid levels. Each participant underwent
baseline screening and a varying number of follow-up visits. The data includes
T1w MRI, fMRI, genetic data, and EHR data. Unlike commonly used datasets
such as ADNI [19] or OASIS [13], A4 stands out as the only dataset specifically
focused on preclinical AD, providing complete multimodal data.

Implementation Details. For reproducibility, the data were split into five
stratified cross-validation folds, ensuring an equal percentage of censored data
across folds. PyTorch Geometric library [9] was used to train the model for 150
epochs with an early stopping patience of 30, batch size of 128, and random
seed of 42. We implemented our model with the following hyperparameters:
16 spatio-temporal (ST) blocks with 4 multi-head attention layers. Complete
hyperparameters are outlined in the code. The concordance index (C-index) was
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Visit 1

Visit 2

Visit 3

Visit 4

(a) Change of brain structure importance
based on attention score across time.

(b) Chord diagram for top 30 gene-to-
gene and gene-to-structure connection.

Fig. 2: Interpretability plots for temporal analysis of structure importance and
gene connections.

used to evaluate the model’s prognostic performance, as it measures the ability
to correctly rank patients while accounting for censoring.

Ablation Studies. We conducted comprehensive ablation studies to validate
the design choices. First, we optimized hyperparameters to determine optimal
learning parameters. We then systematically evaluated the contribution of MRI
data alone versus with genetic data along with varying edge types between gene-
to-gene, gene-to-structure, and adding the change in radiomics features as the
temporal edge weight, as outlined in Table 2, followed by an analysis of BOLD
signal thresholds for functional connectivity. Finally, we validated our archi-
tectural choices by comparing MAGNET-AD against temporal deep learning
approaches (Table 1) and established prognosis models.

Table 1: Performance comparison of temporal models; results are reported as the
mean ± standard deviation; the best is bolded, and the second best is underlined.

Baseline Models C-Index ↑ MSE ↓

LSTM [20] 0.5301± 0.017 3.1744± 0.031
Temporal Convolution Network [14] 0.6231± 0.013 2.8342± 0.027
Temporal Multimodal Transformer [26] 0.7112± 0.016 2.7302± 0.017
GCN STGNN [10] 0.8041± 0.013 2.1322± 0.027
MAGNET-AD w/o Ltemporal 0.8224± 0.013 2.0891± 0.029
MAGNET-AD (Ours) 0.8582± 0.012 1.9831± 0.028
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Table 2: MAGNET-AD performance comparison with different edge weight con-
figurations and data types. The filled circle (•) indicates inclusion, and the empty
circle (◦) indicates exclusion.

Data Temporal Learned Gene-Struct Gene-Gene C-Index ↑ MSE ↓
Weights Radiomics

MRI ◦ ◦ ◦ ◦ 0.5799 ± 0.011 2.5072 ± 0.021
• ◦ ◦ ◦ 0.6377 ± 0.011 2.4224 ± 0.034
• • ◦ ◦ 0.6703 ± 0.013 2.3675 ± 0.021

MRI + Gen ◦ ◦ • ◦ 0.7227 ± 0.010 2.2757 ± 0.051
• ◦ • ◦ 0.7386 ± 0.010 2.2115 ± 0.023
• • • ◦ 0.7929 ± 0.013 2.1521 ± 0.008

MRI + Gen ◦ ◦ • • 0.8127 ± 0.009 2.1168 ± 0.015
• ◦ • • 0.8241 ± 0.008 2.0694 ± 0.034
• • • • 0.8582 ± 0.012 1.9831 ± 0.028

Table 3: Comparison of C-Index and MSE across different models assessed at
various timepoints.
# Visits LSTM [20] TCN [14] Transformer [26] GCN [10] MAGNET-AD (Ours)

C-Index ↑ MSE ↓ C-Index ↑ MSE ↓ C-Index ↑ MSE ↓ C-Index ↑ MSE ↓ C-Index ↑ MSE ↓

2 0.4483 3.7384 0.5138 3.1468 0.5467 3.0765 0.6141 2.5314 0.6823 2.4224
3 0.4603 3.6013 0.5461 3.1285 0.5789 2.9952 0.6609 2.3108 0.7568 2.2156
4 0.4831 3.5412 0.5586 3.1175 0.6239 2.9072 0.6916 2.2819 0.7832 2.1932
5 0.5125 3.3214 0.5875 2.9153 0.6605 2.8654 0.7741 2.2564 0.8102 2.1427

4 Results and Discussion

Graph Data Fusion Structure. Table 2 reveals critical insights into the rela-
tive importance and interplay of different edge types in our architecture. In the
MRI-only configuration, adding temporal weights significantly improves perfor-
mance, improving the C-Index from 0.5799 to 0.6377 and reducing MSE from
2.5072 to 2.4224. This improvement suggests that temporal weights are partic-
ularly crucial for progression prediction and have an impact on cognitive assess-
ment. The integration of learned radiomics features further enhances the model’s
performance, yielding a 5.1% improvement in C-Index and a 2.3% reduction in
MSE. The introduction of genetic information marks a pivotal enhancement in
the model’s capabilities. The addition of gene-structure edges yields the most
substantial single improvement observed, with the C-Index jumping dramatically
from 0.6703 to 0.7929 and MSE reducing from 2.3675 to 2.1521. This marked
improvement suggests that gene-structure relationships capture fundamental dis-
ease mechanisms that neither temporal nor radiomics features alone can detect.
The subsequent integration of gene-gene interactions further refines the model’s
predictive power, improving the C-Index to 0.8582 and reducing MSE to 1.9831.
The RMSE value indicates that our predictions deviate by 1.41 points from the
actual PACC scores. Perhaps most notably, the impact of temporal weights re-
mains significant even in the presence of genetic information, indicating that
these components capture complementary rather than redundant information
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about disease progression. The final model’s performance demonstrates super-
additive effects, with improvements exceeding what would be expected from the
simple sum of individual components, as demonstrated by the results of the
baseline models.

Model Architecture Comparison. The comparison with baseline temporal
models (Table 1) reveals MAGNET-AD’s superior performance in both tasks.
While LSTM [20] shows basic temporal modeling capability, transformers [26]
demonstrate improved performance. MAGNET-AD’s significant improvement
over these baselines (C-Index improvement of 20.7% and MSE reduction of 27.4%
compared to Transformer) validates our graph-based spatiotemporal approach.
This superior performance can be attributed to MAGNET-AD’s hybrid data
fusion mechanism, which offers three key advantages. First, unlike traditional
sequential models that treat biomarkers as independent features, MAGNET-AD
explicitly models complex interactions through both functional and structural
connections, which better captures subtle disease-related changes. Second, while
transformers rely solely on self-attention, our architecture combines attention
mechanisms with edge-weighted temporal connections derived from radiomics
features, providing more robust temporal dependency modeling. Third, our hy-
brid fusion approach allows for distinct treatment of static genetic markers and
dynamic imaging features, with the gene-structure edges serving as a bridge, en-
abling the model to better leverage both time-invariant risk factors and dynamic
disease progression patterns. This architectural design effectively captures the
complex spatiotemporal patterns characteristic of preclinical AD, with the tem-
poral loss function improving performance over the base MAGNET-AD model.

Temporal Robustness. Table 3 demonstrates MAGNET-AD’s robust perfor-
mance across varying numbers of patient visits, showcasing its effectiveness in
real-world clinical scenarios where complete longitudinal data may be limited.
With just two visits, MAGNET-AD achieves a C-Index of 0.6823 and MSE of
2.4224, significantly outperforming other baseline models. The model’s perfor-
mance steadily improves with additional visits and maintains a consistent perfor-
mance advantage over baseline models [14]. This demonstrates MAGNET-AD’s
ability to effectively leverage even limited temporal data for reliable prediction.

Clinical Interpretability. The attention patterns revealed in Fig. 2 demon-
strate strong alignment with established Braak staging of AD pathology [23].
The temporal progression of structure node importance mirrors the character-
istic spread of tau pathology, beginning with high attention weights in medial
temporal regions (Visits 1-2), progressing through limbic regions (Visits 2-3), and
ultimately showing widespread neocortical involvement (Visit 4). This chord dia-
gram validates this pattern and illustrates how genetic factors modulate this pro-
gression through complex gene-to-structure interactions. Such correspondence
between MAGNET-AD’s learned attention patterns and well-established neu-
ropathological staging provides biological validation to our model.
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5 Conclusion

We introduced MAGNET-AD, a novel multitask STGNN that achieves state-
of-the-art performance in preclinical AD progression prediction. Through its
innovative hybrid fusion architecture, adaptive temporal weighting, and inter-
pretable attention mechanisms, MAGNET-AD demonstrates superior capability
in modeling the complex interplay between genetic factors and longitudinal brain
changes. Beyond its immediate clinical applications in early AD risk assessment,
MAGNET-AD’s framework establishes a new paradigm for progression predic-
tion in preclinical AD. The success of our approach in modeling spatiotemporal
disease dynamics while maintaining interpretability suggests promising appli-
cations across broader medical domains where early detection and progression
monitoring are critical. Future directions include extending the model to inte-
grate blood-based biomarkers and exploring its potential for personalized treat-
ment optimization through patient-specific progression patterns.
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